Abstract:
Traditional information theoretic measures for capacity and lossy compression are defined via mutual information. For memoryless communication channels and sources these measures have been successfully applied to compute the operation capacity of channels and lossy compression of sources, respectively. For channels with memory and real-time feedback and real-time lossy compression of sources with memory the valid information measure is the directed information defined via nonanticipative conditional distributions. Directed information is also extensively utilized in networks, communication for real-time stochastic control applications, and in biological system analysis. This presentation investigates, via directed information, capacity of channels with memory and feedback, lossy real time data compression and Joint Source Channel Coding based on real time transmission.
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